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Abstract

Imagine you have traveled to an unfamiliar cityfde you start your daily tour around the city, yoeed to
know a good route. In Network Theory (NT), thistlie traveling salesman problem (TSP). A dynamic
programming algorithm is often used for solvingsthroblem. However, when the road network of tle ci

is very complicated and dense, which is usuallydhse, it will take too long for the algorithm fad the
shortest path. Furthermore, in reality, thingsraveas simple as those stated in AT. For instaheecost of
travel for the same part of the city at differantds may not be the same. In this project, we lrategrated
TSP algorithm with Al knowledge-based approach eask-based reasoning in solving the problem. With
this integration, knowledge about the geographicébrmation and past cases are used to help TSP
algorithm in finding a solution. This approach dedimally reduces the computation time required for
minimum tour finding.
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1 Introduction

One of the important computer applications in thaism industry is minimum tour finding. Suppose a
tourist rented a car and planned to drive aroucityaHe/she needs to know the way before goingfa
tour.

In Network Theory (NT), this minimum tour findinggblem is called the traveling salesman problemA3]
dynamic programming algorithfi2, 3] is normally used for solving this problemowever, when the road
network is complex and dense, which is usuallyctse; it will take a long time for the algorithmfiod the
shortest path. But most of the paths searched dligorithm are actually irrelevant because theyot
possibly be part of the solution. Consequentlywatstes a lot of computation time. In other wordssi
usually not necessary to search the whole roadanktim order to find the shortest tour from onerjidb
another. If the algorithm can incorporate some comsense knowledge and knowledge about the
geographical information of a particular place, staounnecessary searches can be avoided. Another
consideration is that road networks in real situraiare not as simple as those stated in NT. Btarioe, the
cost of travel for the same part of a road netvairdlifferent times may not be the same. In thigguto TSP
algorithm has been integrated with Al knowledgeeolhapproach and case-based reasoning in solving the
shortest tour finding problem. Knowledge-based apghn [8] in our shortest tour finding context cam b
stated as using knowledge about the geographitainmation to prune the search space and to guide th
problem solving. More specifically, knowledge tell$P algorithm where it should search and where it
should not.

Case-based reasoning [7, 8] is an Al techniquewhimembers" previous problems and solutions @ed u
the knowledge of what worked before to solve the peoblems. This is similar to our human experience
For example, if one wants to go to a place wherkasebeen before, most probably he will not userthp

to try to find a new route. Instead, he is likebyuse the previous route in his memory to guidepttesent
trip. If he wants to go to a place quite near teemhhe has been before, he will adapt (modify atenel)
that old solution for the new problem. In sectigm@ discuss in detail how case-based reasoniofjgseat
help in route finding.

From our experience, we can say that TSP algoritAmknowledge-based approach and case-based
reasoning complement one another very well in réinding. The advantages of each technique overcome
the disadvantages of the others. This integratpdoaph dramatically reduces the computation tingeired

in finding a tour.

The paper is organized as follows: in the nextisectve discuss why each individual approach alaee,
TSP algorithm, knowledge-based technology and ehasdd reasoning, is not suitable for realistiatsiso
tour funding. In section 3, their integration i€pented as a good solution method. Section 4 desdtie T-
Finder system. Section 5 discusses the related amtlsection 6 concludes the paper. In the commiudiis
also suggested that this integrated.

2 Why not use only one of these techniques?

A question that may be naturally asked will be "eanuse only one of the techniques for solving the
minimum tour finding problem?" In the following, weill analyze and explain why any single techniigie
not a good approach.
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1. TSP algorithm is the only technique that is atdlework independently to solve the problem. The
algorithm searches in a weighted directed netwsrikdigure 1. It finds the shortest tour from arse (any
node in a network) to the same node visiting speetifiodes in the network. The weight for each edgrur
shortest tour finding context could be distanc&@areling cost between two adjacent nodes.

We will not discuss the algorithm in detail in thpaper because it can be found in almost any book o
algorithms or network theory.

Figure 1. A weighted and directed network.

Although this algorithm is efficient; searching tlvbole road network with thousands of roads andtjons

to find the shortest tour will still take a longre. As we mentioned before, it is also very wastefiierms

of computation. The reason is that it is not alwagsessary to search through the whole road netimork
order to find the solution. For example, if onegising from a central point to a southern point, mos
probably one will not consider those roads whichdlgéo the north. Most of the time commonsense
knowledge like this and geographical knowledge alsiias can be used to guide us to find a shaxest

2. Using knowledge-based approach alone will nogffieient in solving the problem either. After dgipg
commonsense knowledge and heuristic knowledge dabewgeographical situations, a search is stilliireq|
to find the best solution. In most situations, kiexge alone is unable to guarantee the best solutican
only isolate the part of the network which coulehi@on the solution, or prune off part of the netktrat is
unlikely to contain the solution. After that, a sgraalgorithm has to be used to find the best &wiuh the
isolated area. In this case, TSP algorithm comé®lip because it is one of the most efficient athors for
the problem.

3. Case-based reasoning means using old experiemagxderstand and solve new problems. A reasoner
remembers a previous situation similar to the curome and uses that to solve the new problemr Atfie
new problem is being solved, its solution will hered as a new case, hence giving the system raonéidr
contents to solve problems. One of the key advastag case-based reasoning is that it learns bagomi
more competent as it acquires new cases.

For our shortest tour finding problem, many shartesrs could be pre-stored. When the new probkethe
same as an old one, the old shortest tour is vettior the new problem. When the new problemnslar
to an old problem, the old solution could be adajte the new problem.
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However, using only case-based reasoning will mosuifficient. The first reason is that we cannatsialy
store all the shortest tours from one point vigitamy subset of other points for a huge networkdfcannot
store everything, when there is no old case thattgx matches the new problem, adaptation is needed
However, complicated adaptation also takes timenedimnes, adaptation may not even be possible as the
is simply no similar old case in the case base.

The second reason is that even if this complete base can be built, it still cannot handle sibrsiwhen

ad hoc problems such as traffic congestion anddanticause disruption to the road network. In these
situations, we have to resort to searching. Itds possible for the case base to store all thetisaku for
abnormal road conditions.

From the above, it can be seen that any singlenigagl will not be a suitable approach for shortestr
finding. In the next section, we will see that thiategration provides an efficient solution.

3 Integrating TSP algorithm, knowledge based approach, and case based reasoning

From the above discussion we see that althoughiedolidual technique does not provide a good sofut
method for shortest tour finding, each of them ilmsadvantages in solving the problem. Let us sunizma
both the known advantages and disadvantages.

3.1 Main advantages and disadvantages of each individual approach
The main advantages of each approach:

1.TSP algorithm is able to find the best solution.

2.Knowledge-based approach can isolate the part efrehd network which is very likely to contain a
solution.

3.Case-based reasoning gives the solution to thepnellem instantly if there is a similar old casethe
case base for the new problem.

The main disadvantages of each approach:

1. The major problem with TSP algorithm is thadoes a blind search which can be time consuming and
wasteful in terms of computation.

2. The problem with knowledge-based approach is ithis very hard to find the best solution without
search.

3. The problem with case-based reasoning is ththeie does not exist an old case in the case,thasean
match the new problem, or that can be adaptedhénéw problem, it will not give any solution.

Analysis of the above advantages and disadvantafesach technique shows that they can easily
complement each other. Thus, integrating themesttural solution.

3.2 Integrating the three techniques

Obviously, in the integrated approach, we shoulepkiihe advantages of each individual technique,aand
the same time use the advantage of one techniqmeetoome the disadvantages of the others.
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As indicated before, the problem of blind searchT&P algorithm can be improved by incorporating
commonsense knowledge and knowledge about the aygdgal situations. This knowledge helps to rule ou
those pans of the network which are unlikely totaoma solution.

Search space for TSP algorithm may also be pruffeblyoold cases stored for case-based reasoning. Fo
example, in a situation where there is no exaa tasolve a new problem, there may be an oldwduch
goes in the same direction but does not quite &ikitodes in the new case. Then TSP algorithmbeansed

to continue for the remaining part. Such a combipaith, however, may not be the best solution. Bukal

life, a reasonably good solution will normally héfgient.

Unlike TSP algorithm and knowledge which need takitogether to solve a problem, case-based reagonin
can solve some problems independently and also T®&P algorithm in some other situations (as just
mentioned). For example, when there is an old raiee case base which matches the new query, Wiltre
be no need to search with TSP algorithm or to ngegaographical knowledge, but simply output the tof

the old case. This is similar to our experiencegoing to a place where we have been before without
referring to a map again. If there is no exact ¢aghe case base which matches the new requirertient
case-based reasoner tries to find a similar cadeadapt it for the new problem. In these two situres,
search is not needed. Case-based reasoning camcprasbults effortlessly. However, when a simisecis
not found, the case-based reasoner will not betalgeovide a solution. Then, it will try to findaase which
can provide a partial solution and leave the résh® problem to TSP algorithm and knowledge. Tinks
case-based reasoning and TSP algorithm. In thet wase, when even a partial solution cannot bedpiin
will pass the whole problem for search.

The above description of the integrated approasb aliggests a sequence of problem solving in this
approachThat is, the case-based reasoner should try te sé/problem first because it is more efficieft. |
the case-based reasoner fails, the problem wil the passed tGSP algorithm and knowledge-based
approach. Another important thing that has to beddel in the integrated approach is how much wadhe
subsystem should do. For example, if the case-lr@ssdning is allowed to do very complicated adapta

it will be time consuming and the result obtaineidgim not be good. In our system, the case-basesbnea

is only allowed to do limited adaptation, which bbe done with little effort but guarantee gootlisons,

and leave those difficult situations to TSP aldoritand knowledge.

4 The T-Finder system

Using the integrated approach, we may implemensyiseem T-Finder for tour finding in Isfahan. Isfahis
a historical city state with a complex network tsts, roads and highways. A person traveling foma
location to a new place needs to consult a stiesttdry. Unfortunately, this is often a very tirm@ensuming
process. It is also painstaking and frustratinghese is no indication of the shortest tour leadioghe
destination. It is often up to the driver to find lown way around by trial and error. The T-Findgstem is
built to provide help in these situations.

4.1 T-Finder system architecture

Figure 2 shows the architecture of T-Finder. A tdescription of each module is given below. Deihil
discussion on CBTF and KBTF will be given in thetsvo subsections.

Interface: Interface is for the user to issue his/her req(eegt source or starting point and visiting plaaes
qguery and to report problems. The problems refdrdffic congestions, accidents, etc. If a probleas
been reported, the system needs to modify the asgalnterface also outputs the tour found to ges.u
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MANAGER: The whole system is controlled by MANAGER. Wheqgueery is issued or a problem reported,
it dispatches jobs to various modules.

Database: It contains the map represented as a weightedonletjust as the network for TSP algorithm
(Figure 1). The weight for each road could be disteor travel time required.

Database maintainer: It maintains the database. For example, when @ iaongested, it will change the
weight attached to the road. When the road is etkathe normal weight will be restored. As another
example, if the source or the visiting places is a@hysical junction but a point on a road, aifieiel
junction is created for the source or the visifhaces.

CBTF: This is the Case-Based Tour Finder module. In mitisations, the MANAGER will ask CBTF to
find a solution first because it is more efficitén KBTF (Knowledge-Based Tour Finder). If CBTF is
unable to find a solution for a query, it will repto MANAGER which will then pass the problem KBTF.

[t

Case Base |MANAO;'—" Dtabase Database

Case hase CBTF KBTF K-Base

t 1

Figure 2.The T-Finder system architecture

Case base! It stores old cases.
Case base maintainer: It maintains the case base, such as adding neas easl removing old cases.

KBTF: This is the Knowledge-Based Tour Finder modulesks knowledge in the knowledge base (Kbase)
to prune off part of the network and then calls T&P algorithm to find the best solution in theueed
network.

K-Base: This is the knowledge-base. It contains all thenwmnsense and geographical knowledge about
Isfahan for KBTF and CBTF to make various judgmemtd decisions.

4.2 Case-based tour finder (CBTF)

Our case-based reasoning system has two major ¢c@niso a case base and a problem solver. Eachincase
the case base consists of a list of junctions wisithe solution path. In each case it is alsocaigid whether
the case should be used for peak hours or off-peaks traveling because certain places always emeou
traffic congestions during peak hours. After MANARBBas issued a request (the source, visiting plangs
some other important features like time of traegt,), the system will try to find some similar easn the
case base to solve the problem. We shall use d piaek of the Isfahan map (Figure 3) to illustratete
that we use very simple cases in the examples bfelowasy explanation. In T-Finder, cases can bangf
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size. Due to the space limitation, only one smite of the map is used for all examples. Hencggsand
solutions in each example should be seen as indepenf each other.

1. Total match

If both the source and visiting places of the neabfem are found in an old solution in the caseepas
will extract this part of the solution and outpatthe user. This operation can be done effortlessly

E.g., Problem: Source=2, Visiting places=36 27 83Atmatched case in the case base:
(2, 685543 27 19 36)

Method: The part in the case which is relevanhtortew problem is extracted Output: (2, 68 43 27 36

Figure 3.A sample map

2. Finding a nearby junction of source or visitpigces

When an exact matching case is not found in the base that involves both source and visiting glace
adaptation is required. However, this adaptatiolim#ed to only nearby junctions. If a solutionnche
found by this simple adaptation, the computatiaquiesd is also very small

E.g., Problem: Source= 2, Visiting places = 20 Z8Relevant cases in case base:

(1, 20 28 37) and (3, 28 37 20) Method: Since thereo case in the case base that involves both the
source and visiting places, the system looks ferrbarby sources of the original source 2 (i.e). ib,3he
database.

Since the shortest path between the source anyg eigiting place goes through source 3, but nobulgh
source 1 we will use the second case for new €astput: (2, 28 37 20)

3.Finding part of the solution for the problem d@hd remaining sub problem is passed over to KBTF.

This strategy is used when the above two fail. 3ystem will try to find a relatively straight patading
from the source to visiting places in the case .bdigecan extract part of the path that satisfeeset of
constraints (which makes it a good partial soldtiohwill pass the partial solution and the resttloe
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problem over to KBTF through MANAGER. The set ohstraints is stored in the knowledge base and it
varies according to different geographical situadio

Currently, the system passes 3 different partialtsms (if possible) to KBTF, which will extend eéke
partial solutions to find the best complete soluti®bviously, this will be better than passing oalye
partial solution to KBTF

We limit the adaptation strategies to the simplesobecause as mentioned before, complicated aidaptat
may take a long time which defeats the advantagesioig case-based reasoning. It is also dangeoods t
complicated adaptation (such as merging of a feseg)abecause it is difficult to guarantee a goaodl fi
solution. When CBTF cannot find a solution, it wiform the MANAGER, which will pass the problenr (o
partial problem) to KBTF.

In a typical case-based reasoning system, whensodwtions for new problems are produced, they will
normally be stored in the case base. This incraaggsroblem solving power of the system. In otuation,
T-Finder does not store any new solution which cofnem adaptation of similar cases because weugelie
that these adaptations are easily done. If allctiees are stored, we will have storage problems,Tive
need to be selective, which means that the systdynstores those important solutions (this is dbpehe
case base maintainer) that cannot be easily ad&ptadexisting cases.

Whenever CBTF reports a failure, it will pass ot@KBTF to search for the optimal path. The casseba
maintainer will use this solution to update thesérg case base. It does the maintenance as foltbe/siew
solution is first checked against the cases ireitigting ease base for any cases which are sulifséits new
solution. If such cases are found, they will bestisl and only the new case will be stored.

4.3 Knowledge-based route finder (KBTF)

When CBTF cannot find a solution for a new problénaill be passed to KBTF. In the situation whéerte
is an emergency, such as accident or traffic cdimgesthe MANAGER will pass the problem to KBTF
directly as CBTF cannot cater to such ad hoc sanat

The most important point in KBTF is to use commaisseknowledge and knowledge about the geographical
situations to prune off part of the network whistunlikely to contain the solution. This is doneKBTF by
using various grid combinations to isolate and #kithe part of the road network that needs toebechied.
This marked part of the network is then fed to BR&frithm to search for the best solution.

The job of the knowledge is to decide the combaratf grids for each problem according to the locet
of the source and visiting places, and the roadiarét and/or other geographical objects in betw@&are to
space limitation, let us use only two exampledltstrate the point.

Example 1. The source and the visiting places kige the city center. In the city center the raaetwork is
very dense and there is no natural obstacle. Sgritiés a rectangular as in Figure 4.

After the grid has been decided with knowledge, $siystem will mark the road network inside the
rectangular grid. There are two purposes for doimg Firstly, it isolates the part of the netwddk TSP
algorithm to search. Secondly, it makes sure tmatsburce and the visiting places are connectddniite
grid since knowledge cannot guarantee this conmrecti it is found that they are not connected, ahiginal
grid will be increased so as to cover a bigger.afdaen the isolated network is marked, it is senT &P
algorithm to search for the best solution.
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Figure 4 . A sample grid far a part of the cityteen

Example 2. Traveling over a long distance. For Idmsgance traveling, drivers normally would liketake
major roads rather than minor roads. In this casewill need to have a combination of grids (rattiean
just one) and to differentiate the major and mirm@ads. In certain grids we need to include the masowell
as major roads, while in others we will only halre imajor roads.

Let us assume the source and visiting places boa @bme minor roads. In this case, we need te hayrid
at the source which include the minor roads anadl thls major roads so that they can be linked. At th
visiting places, some grids are needed which irecthéd major as well as the minor roads. Howevethén
middle region, only the major roads need to beuiaietl. This prunes off a big portion of the seapdcs.
See the diagram below (Figure 5), the source @meof the small town areas and the visiting placesn
the city center.

The size of each grid is decided according to ciffie geographical situations. After the grids haeen
decided, as in example |, all the roads (major mintbr) in grids 1 and 2 will be marked. But in tteggion
outside of 1 and 2 but inside 3, only the majordeowill be marked. The marked road network is giten
TSP algorithm to search.
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Figure 5.A sample grid combination for a long dista travel

After a solution has been found, it is passed WaddANAGER which will output it to the user throughe
interface. MANAGER also sends the solution to theecbase maintainer for case base updating. Siace t
roads in the grids are marked, the system neeagisnark them after the search.

5 Related work

Although the traveling salesman problem [2, 3] bagn studied for decades and good algorithms are
available, in our literature survey, we did notdfiany report on knowledge-based approach to thiglgsro

We think that one of the reasons could be that digérithm or others are already very efficient thoe task.

The knowledge-based approach is mostly used fairgpproblems that do not have efficient algorithmi
approaches [1, 4, 10]. However, from our experiment can safely conclude that although TSP alyorit

is efficient, knowledge-based approach can be sstéy incorporated for an even more efficientusioin
method for route finding.

To the best of our knowledge, there is also no wiRke in using cased-based reasoning for TSP,ugjtho
there are case-based reasoning applications in rmw@as [e.g., 5, 7, 9], e.g., design, planninggrdiais,
explanation, etc. We believe that case-based reasnvery important for TSP. It is also poterjialseful
for any geographical information system.

6 Conclusion and futurework

This paper presents an integrated approach fomgplkaveling salesman problem. This approach ctssif
TSP algorithm, knowledge-based technique and casedbreasoning. From our experience, we can say tha
the three techniques integrate and complement pother very well. They together provide an effitien
solution for traveling salesman problem.

Currently, | plan to develop the system in Isfafi&ithe financial sources are provided) which viaig useful

for public and tourists, who use public transpdtinally, | would like to make some comments on
geographical information systems. T-Finder is onehssystem. | believe the combination of knowledge-
based approach, case-based reasoning and posathlyade techniques and theoretical methods, such as
those in databases, operations research and netiraoky (in our case, it is Traveling Salesman Rob
algorithm) are very important for any realistic gegphical information system. One of the most intgoutr
characteristics of a geographical database isuge Isize. Clearly knowledge-based approach is &akéor
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pruning the search space in query processing. Rased reasoning is also very useful because isaam
the solutions for old queries. When similar quedes issued again later, the old solutions caretrgeved
and output straightway. If the old solutions aré equaite suitable for the new problems, they mayabapted.
In these situations, there is no need to search¢hwls typically computational intensive and time
consuming.
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